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 A B S T R A C T 

As the amount of the publicly available scientific literature increases, efficient 
text mining techniques are required to aid the biomedical knowledge workers 
in extracting the most important information from text and, ideally, to train 
models that may automatically suggest novel hypotheses. In this latter direc-
tion, the perspective of the employment of text mining techniques for compu-
tational drug repositioning, i.e., predicting new indications for existing drugs, is 
constantly attracting attention. One of the main obstacles for the development 
and establishment of such techniques is the systems’ evaluation, as there is 
lack of benchmark datasets for performance evaluation. In this paper we in-
troduce such a dataset for the evaluation of systems that perform computa-
tional drug repositioning. The dataset comprises 54 drug repositioning cases, 
the information for which was manually compiled, curated and integrated. The 
new indications for the reported cases have been approved by FDA or EU RUS 
in the period 1955-2013. 
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Overview 

At the research frontier of drug design, several 
computational techniques have attracted the in-
terest of researchers and pharmaceutical compa-
nies in the past two decades, such as drug reposi-
tioning, protein-ligand docking and scoring algo-
rithms, and virtual screening. As it has been esti-
mated that the time required to develop a new 
drug de novo ranges between 10 and 17 years, 
with the chances being only 1:5 000 and respec-
tive costs estimated at 4 billion US dollars, drug 
repositioning methods have attracted great atten-
tion, since the cost of a repurposing programme is 
significantly lower than de novo R&D for drug de-

velopment and the cycle time is significantly 
shorter.1 

In addition, it is estimated that drug reposi-
tioning accounts for approximately 30 percent of 
the newly FDA approved drugs and vaccines in re-
cent years.2 In contrast to the target-based reposi-
tioning methods, which cannot be used to identify 
new mechanisms beyond the known targets, the 
knowledge-based methods, which apply bioinfor-
matics or chemoinformatics approaches to inte-
grate the available information on drugs, targets 
and diseases, have the advantage that they incor-
porate known information for predicting unknown 
mechanisms beyond the known targets, e.g., un-
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known targets for drugs and unknown drug-drug 
similarities. 

Many of these methods actually apply machine 
learning for the task, i.e., using FDA approved la-
bels or known side effects to compute drug-drug 
similarity or drug-target similarity, and produce 
models which can often lead to valuable predic-
tions.3,4 

However, a main obstacle for the establish-
ment of such methods is the absence of a bench-
mark dataset which can be used for evaluating the 
performance of the methods, as well as their 
comparison. Given that more of these methods 
will appear in the literature in the near future, in 
this paper we introduce a dataset which has al-
ready been used for the evaluation of a text min-
ing method for drug repositioning,3 and which 
could constitute a basis for benchmarking these 
methods. 

Method 

For the creation of the dataset, we manually 
mined the literature and compiled the set based 
on U.S. FDA, Wikipedia and other web resources. 
Only drugs which have a DrugBank identifier were 
considered. Old and new indications are reported 
along with the year of approval of each drug’s new 
indication. In addition, the source of the infor-
mation, which constituted the basis for the re-
ported information, is listed. A total of 54 reposi-
tioning cases have been compiled, for which the 
new indications for the respective drugs have 
been approved by FDA or EU RUS in the period 
1955-2013. 

Data Records 

The dataset records are presented in a Microsoft 
excel file (.xlsx). Each record contains seven col-
umns: The first column is the DrugBank ID of the 
drug; the second is the drug name (label name); 
the third is name of the old/original indication; the 
fourth is the name of the new indication; the fifth 
is the year that the new indication was approved; 
the sixth is the status (it can take the values FDA 
APPROVED or EU RUS APPROVED); and the sev-
enth are the sources of the information (URLs), 
separated by a comma.  

Validation 

This dataset has been used in the recent past for 
the validation of a computational drug reposi-
tioning method based on text mining.3 

Use and potential reuse 

The dataset was compiled considering the way 
knowledge-based computational drug reposition-
ing methods work, e.g. based on the analysis of 
literature and text mining techniques. It is there-
fore appropriate for re-usage by methods which 
mainly operate on the concept of analysing the 
literature, in order to predict/extract the reported 
cases.  

A straightforward way of using the dataset can 
be by prioritizing predictions of new indications 
for a specific drug and, based on the list (i.e. the 
method can operate on the list of the reported 
drugs), mean average precision, recall and F-
Measure can be estimated, as well as ROC curves. 
Another possibility is to see the dataset as a qrel 
file (queries and relevant documents), similar to 
the way researchers in the field of information re-
trieval (IR) operate. From this perspective, the 
queries could be the drugs, and the new indica-
tions – the expected relevant retrieved docu-
ments. In this way, all of the traditional evaluation 
measures from the IR field can be applied. Finally, 
the dataset can also be used reversely, e.g. sys-
tems that have obtained a diagnosis (i.e. the new 
indications) and need to find appropriate drugs for 
the treatment of the patients. However, this da-
taset was made for, and its primary value is as a 
drug repositioning dataset used in a way thor-
oughly described in our previous work.3  

Conclusions 

In this paper we have introduced a dataset for the 
evaluation of computational drug repositioning 
methods. We envisage the adoption of this da-
taset as a basis for the comparative evaluation of 
knowledge-based methods that are able to pro-
duce novel predictions for the repositioning of 
existing drugs.  
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